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Long short term memory LSTM cells gGated Recurrent Units Gro

1 Selective read selective write selective
Forget

S Sz Sz S4

Si ol UnitWsi tb

state at time step i si

Si contains information from all its

previous time steps

contribution of earlier timesteps lost
and meaningless
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state si is a fixed size memorythink of whiteboard

too much info makes it meaningless
impossible to see how Si a contributedto Si

solution selectively read from write
to erase from forget board

Q Assume a board that can only hold
3 statements at a time is being usedto compute

accbdta ad

where a I b 3 0 5 dell

How would you compute with selective
read write and forget

Ac 5
set
p bd 33

read bat a 34

accbdta no
ad 11

accbdta ad 181

space exhausted

© vibhas notes 2021



2 LSTM

In an RNN we want to overload
state sty with at to compute St
recall dimensions

S Sz Sz S4

Kit R Cn d input
Si E Rd d d state

Yi E RR
CK classes

U E Rn
xd

We pd
xd

V e Rdx
k
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Regular RNN

St O Une t Wst t b

2 1 Selective Write

we want to selectively include only
some elements of St
is Binary either include or not

Probability fraction weightof each entry
vector off decides weights of Stto be passed onto next state

whysigmoid.IO V Re it Wontat b
weights btw
0 and

Jay
Ot i St l

output element wise multiply
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2.2 Selective Read

use he to compute It

I OC Unt Wha t b

s selectively read from it to get St
vector it decides input weights of

it olWiht t Vik t bi

it 05 is input
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Previous state St

output gate
Ot 1 0 Nohe z t Vo t t bo

selectively write

ht 1 Ot St 1
Current state temp

It O CWht t UK t b

Input gate

it O CWiht t Ui't t bi
selectivey read
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2 4 Selective Forget
combine It and St to get new
state St

Simple St St t it It
To forget parts of sty use forget
gate ft

ft o Wght t UfKe t bf

compute state as

St 405 t te Ost 1

Note we forget as well as selectively
write to propagate information about

sty emerged in GRU
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When LSTM run leg on Tensor Flow

output is
he set also called et

cell state

LSTM Equations
Gates

Of 0 Woht Vote t bo

it o Wi he t Ui site t bi

fi 5 Wf he t Uf at t bf

States

5 o CW he t Une t b

St fi O St t it St

he Of 0 St

run
out he
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3 GRU

LSTM Equations

Gates

Of 0 Wo s t Vote t bo

it o Wise t Ui site t bi

States

5 O CW CO Ost p t Une t b

St I it O St t it 0 SI

Forget y input gates tied

update and reset gates © vibhas notes 2021


